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ABSTRACT

In this project we will consider three state-of-the-art algorithms for solving distributed model pre-
dictive control (DMPC) problems. The first algorithm utilizes dual decomposition and accelerated
gradient methods in a distributed fashion. The second algorithm uses alternating direction method of
multipliers (ADMM) on the primal problem. We implement the three aforementioned algorithms
and compare their results with those given by CVX, which we have taken to be our benchmark. In
this report, we present these results along with the discussion of the challenges we have encountered
when implementing these algorithms.

1 Introduction

In the recent years, distributed control of large-scale systems has become an increasingly popular topic, because often
centralized solutions can be inefficient (due to the large amount of data or the network topology) or inapplicable (the
system does not have a central node). Distributed model predictive control (DMPC) is the version of a well-known
MPC scheme modified to control the network of systems by using the local controllers at each system.

Model predictive control (MPC) is an optimization-based method, which calculates a sequence of inputs that drives the
system to the desired state, while taking into account the dynamics and the set of imposed constraints. Typically, this is
expressed as follows:
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where () and R are positive semi-definite costs; (A, B) describe the system dynamics; X’ (resp. If) is the set of states
(resp. inputs) satisfying the imposed constraints; and x and u are the sequences of states x; and ., respectively [1].

In DMPC, the entire system is divided into subsystems and each subsystem is represented by a node in the network.
Moreover, each subsystem possesses a corresponding local controller. The cost in is optimized by these local
controllers. A local controller at a certain node can physically influence subsystems at other nodes through coupled
dynamics and constraints. Therefore, for correct performance, communication between local controllers is required [2].
Each local controller must decide which input to feed into the system, based on the information it receives from its
neighbors (i.e., the subsystems with which its local subsystem is coupled with via either dynamics or constraints).

The application of different distributed optimization algorithms was suggested in the DMPC literature. In [3], an
accelerated gradient method is used on distributed MPC problem that is reformulated using dual decomposition. The
authors of this paper argue that this brings about improvement in the convergence rate, in comparison with previous
works that used regular gradient-based methods. In [2], the DMPC problem is reformulated as a global consensus
problem and, then, the alternating direction method of multipliers (ADMM) is used to solve the problem in a distributed
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Figure 1: Schematic of the quadruple-tank process. The water levels in tanks 1 and 4 are controlled with pump 1, while
the water levels in tanks 2 and 3 are controlled with pump 3. Water also falls down from the upper tanks into the lower
tanks.

fashion. ADMM is applied to both the primal and the dual problem. It is said that this algorithm results in a significant
reduction of the data exchange. For this project, we have chosen to implement the algorithm described in [3] and
the primal ADMM described in [2]]. These algorithms were tested on the quadruple-tank process system from [4]].
The main metrics we have seen in the literature are the improvement of the convergence rate and the reduction of the
communication load [1} [2]. Here, due to the time limitations, we mainly focus on the convergence exhibited by the
algorithms (i.e., how close their solution gets to the chosen benchmark).

2 Benchmark

In this section, we describe the control benchmark that will be used to test the implemented algorithms. This benchmark
system was originally proposed by Johansson in [4] and has been since widely used for testing of distributed control
algorithms. As shown in Figure[T] the four tanks are filled from a storage reservoir below by means of two pumps. We
denote the amount of water supplied by these pumps to the valves 1 and 2 by ¢; and gs, respectively. Then, at each
of the three-way valves, the water flow is divided based on parameters 71,72 € (0,1) (e.g., the flow into Tank 1 is
given by 71¢; and the flow into Tank 4 is given by (1 — 72)gq1). We also denote the water level in Tank ¢ by h; for all
i € {1,2,3,4}. This system has non-linear dynamics, but these dynamics can be linearized at an operating point [3]].
We take this operating point to be :

R =065 h3=0.66 hY=065 hJ=0.66
@} =163  ¢9=2.00

‘We define the deviation variables:

x; = hi — h, 2
vi=q; —q), Vie{l1,2,3,4}, 3)
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and thus obtain the linearized state-space equation for the continuous dynamics with pump flows as inputs:

Ty
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where S = 0.06 is the cross section of the tanks and 7; for ¢ € {1,2, 3,4} is the time constant for Tank . In this model,
we keep the valve parameters constant at y; = 0.3 and 5 = 0.4. Based on this model, we obtain a discrete-time model
by using Tustin’s method, as recommended in [S]. We further partition the resulting system into two subsystems: one
consisting of tanks 1 and 3, the other - of tanks 2 and 4. We pair input from pump 2 v, with subsystem 1 and input from
pump 1 v; with subsystem 2 and denote them by u; and us, respectively. In other words, the local MPC controller of
subsystem 1 computes v and the local MPC controller of subsystem 2 computes us. The resulting dynamics for two
subsystems are:

Tsup1 (t+1) £ [i;g i 3} =An [i;gﬂ + Briui(t) + Bigua(t) )]
Tsupa(t + 1) £ Big i B} = Az [iigﬂ + Bayu (t) + Baua(t) (6)

Note how the dynamics of two subsystems are coupled via two inputs. This is the reason why distributed MPC is
needed.

The control problem solved by MPC will be the following. We would like states x; and x3 to reach a value of
r1 = r3 = 0.35 (recall that the states define a deviation from the linearization level). To define the references for the
inputs, u,; and u,2, we calculate the steady-state input that would keep the states of subsystem 1 at 1 = z3 = 0.35.
To define the references for the state of subsystem 2, r and r3, we calculate the steady state of subsystem 2 for inputs
u,1 and u,o. Upon getting these values, we can define the global cost of our MPC problem to be:

N —

J(x, U) = Z stubl(t) - Tsub1||Q1 + ||xsub2(t) - TSUb2HQ2 + Hul(t) - UT1||R1 + ||U2(t) - U?"2HR27 (7
t=0

[

where z(t) = [z1(t) x2(t) z3(t) :c4(t)]T, r=\[ri re 73 7“4}T, and Q = I, R = 0.01 are cost functions for
the states and the inputs, respectively
In addition, we have lower and upper bounds on the states (denoted by ; ymqae and ; min for alli € {1,2,3,4}) and

the inputs (denoted by w; mqz and w; min for all ¢ € {1,2,3,4}), given by the volume of the tanks and power of the
pumps. For all ¢ > 0, the following is true:

Ti,min S xz@) S Ti,max (8)
ui,min S ui(t) S ui,maa: (9)

3 Algorithm Overview

In this section, we describe in detail the algorithms that we have implemented as a part of this project to solve the
problem of distributed MPC. These algorithms will be applied to the benchmark described in Section[2] Recall, that
we have decided to consider the algorithm from [3l], based on accelerated gradient method, and the primal ADMM
algorithm from [2]].

Before we can use either of those algorithms, we are required to bring them to a form, where all the variables are
stacked into a single vector. Therefore, the optimization problem in (I) is reformulated into:

1
miniymize inHy + 9%y
subject to  Aeqy = Beg, (10)

Aineqy S Bineqv
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where y(t) = [y vi ... yi Tand H = diag(H,, ..., Hpr). Each of the y; and H; corresponds to a certain
subsystem and has the following structure:
Cw0) T
z;(0) R, 0 0 ...0
u; (1) 0 @ 0 ... 0
e B e A A T I (1)
: 0 0 R 0
uZ(N - 1) 0 0 Qi
_.I',L(N — 1)_

where Q; € R™*™ and R; € R™i*™: are positive definite cost matrices for the state and input of subsystem i,
respectively. The linear term g has the same structure as y and is defined by the reference points r and u,..

The equality constraints are derived from the dynamics of the system. The inequality constraints are given by the lower
and upper bounds on the states and inputs. Due to the space limitations in this report, we will not be discussing the
derivation of these matrices, but will only give their general structure:

Acy = [Aeqij] € R((ni‘i’mi)‘i’(N*l)ni)X(N(ni‘i’mi))’ (12)

Aineq = [Aineq.ij] € R@N (ni+m:))x (N(n;+m;)) (13)

3.1 Accelerated gradient method and dual decomposition for DMPC

Dual decomposition methods have been widely applied to distributed MPC problems (e.g., see [6l]). However, they
were previously largely based on regular gradient descent methods that converge at a rate O(%) The novelty of work in

[3] lies in using the accelerated gradient method. This method has a tight lower bound of O(k%) on the convergence
rate [7].

In [3], the authors proceed by finding a dual problem of (I0) and apply accelerated gradient method to it. Before we
start describing the algorithm, let us define:

A B
A=| e |, B=|p%|. 14
|:Azneq:| |:Bineq:| ( )

The set of constraints that unit ¢ is responsible for is given by £;. Now, we can define two sets of neighbors to
computational unit i:

N = {j € {1,... M}l € £ st. ay; # 0} (15)
M, = {j c {1, 7]\4}|E|l S ,Cj s.t. a; 75 O} (16)

. T . .
We define a dual variable z = [)\T uT] , where A\ corresponds to the equality constraints and p corresponds to the
inequality constraints. For simplicity of notation, let us denote the dimensions of the constraints as follows A., € R?*"
and Ajpeq € R(5=9)xn The feasibility constraints on the dual variable are as follows:

_ 7 77| #ER, 1=A{1,..,q}
Z_{Z_(/\ ) ‘ 2120, I={q+1,..,s} a7

The distributed algorithm based on accelerated gradient descent solves the following dual problem:
1
SUp, ¢ {—Q(ATZ—&—g)TH_l(.ATz—i—g) —BTZ} (18)

that was derived using dual decomposition.
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The algorithm is given as follows:

Algorithm 1: Distributed accelerated gradient algorithm
Initialize A = A\=1, 4% = =1, o0 =y~ 1
For every node i:

for £ > 0 do

1) Primal update:

2 = —H] (AT = g,):

i
k _ k k—1

z; *szF%(Ii -z )

2) Send Z; to each j € M, receive Z} from each j € N ;

3) Dual update:

SN 0F <3 + e ),

wherel € £L; and0 <[ < ¢

= max{0, uf + 55 (uf — ) + (el T = b},

wherel € L;andg+1<[<s

4) Send {\ " Yiez,, {1 Hier, to each j € N, receive {\ T Yeg,, {1y hieg, from each j € M,
end

3.2 Primal ADMM for DMPC

Before we discuss how primal ADMM was implemented for DMPC, let us define the notion of neighborhood that they
used in [2]. If the dynamics are given by block matrices A = [A;;], B = [B;;] with 4,5 € {1,2, ..., M}, then the set of
neighbors N; and M; is defined as:

M; = {j € Sli € Nj} (20)

Then, the optimization problem in (T0) is reformulated into the consensus form, where each subsystem has a local
variable y* = [(y))T  (w1)T ... (y&y)7] T, where y! is the local copy of y; in subsystem i.

We introduce a consensus constraint to coordinate the results of optimizations at each local controller:

y -y =0, 1)
where:
7=[@)T @ ... @) 22)
1 .
Ui = >y (23)
|Mi|j€/\/li

The local copies of the variable y; are to be averaged and transmitted to the network to find 4. This algorithm can be
seen as consensus between the local optimizations and the global average.

The local optimization problem solved at each node is given by minimization of the augmented Lagrangian:
1 AT oy NT (i i Py, i =if2
minimize 5 (y;)" Hy; +(0)" (v = 9') + 5lly" = 7'll2

Y

subject to Z Aeq,ijyé = Beg,i, @4
JEN;

)
Aineq7iiyi S Bineq,ia

where +? is the Lagrange multiplier for the consensus constraint and p is the penalty coefficient.
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Let us denote the optimal solution of (24) by (y*)*. The algorithm is given as follows:

Algorithm 2: Primal ADMM

Initialize ' = 0 and ' = 0 ;

For every node ¢:

for kL > 0 do

1) Calculate (y*)* by solving 24);

2) Send (y}) " toall j € Nj;

3) Calculate ;" by using 23);

4) Send (y;) T toall j € M, ;

5) Stack up (%°)* according to (22)) ;

6) Update (7)* ="+ p((y")" — (7')7)

end

3.3 Dual ADMM for DMPC

We can formulate the dual problem to (T0):

1
minizmize izTAHflATy + BTz

(25)
subject to p; >0, Vie{l,.., M},
where A = [AT ... AE]T, B=[BT .. BfI]T and z = [2{ .. sz]T with:
Ai=[AT AT..]" (26)
Bi=[Bl,: Bl 27)
z= [\ ul] (28)

These partitions correspond to equality and inequality constraints.

We define a matrix H = AH L AT. It is clear that this matrix is not block-diagonal. However, it has an inherent
structure due to the sparsity patterns of .4 and H —1. It was determined in [2] that block H;; is zero if N; N /\/'J =0. It
can also be seen that H is positive semidefinite and symmetric.

In the dual problem, the set of neighbors for node ¢ is given by N; = {j € {1,.., M}IN; NN, # (0}. To solve 23),
we must divide it into M local subproblems. Based on the definition of neighbors in the dual problem, we can see that
the optimization variable z* at each subsystem 7 is given by:

)

2 =[5 jexn (29)
where 2 € RY', §t = ZjeM s; and z; being the local copy of z; in i.

In terms of implementation, using H as it was defined earlier posed a problem because, due to numerical errors, it was
no longer positive semidefinite. To rectify this, we solved the following optimization problem to find H.g;, the closest
positive semidefinite matrix to H:

minimize Hlffest — ﬁ”F
Hest (30)
subject to H,, > 0.

However, the solution of this problem no longer had the sparsity pattern of H. As aresult, this sparsity pattern had to
be enforced on H.,; to give H,,. By manual check, it was determined that H,,; was positive semidefinite. Further in

the report, when H is used, it is implied that in the actual implementation the positive semidefinite matrix flpd is being
used.
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Next, to partition problem in (23) into local problems, the following feasibility problem was solved for Hi:
H' >0, 3D
S WHWH =H, (32)
i

where Wi € R#*4" is constructed by removing from the identity matrix all block columns corresponding to agents
JEN;.
Then, the local optimization problems are given by:
1 T Pri i T i CiNT » p ) _ing2
minimize = (")  H'2'+B; z; + (3*)" (=" = 2°) + Z||z" — Z*||
S 2 2 2 (33)
subject to u; > 0.

We denote the optimal solution of this problem by (2%)*. The algorithm is given as follows:

Algorithm 3: Dual ADMM

Initialize 4° = 0 and 2' =0 ;

For every node i:

for £ > 0 do ‘

1) Calculate (2*)* by solving (33);

2) Send (z})* tall j € N;;

3) Calculate z;" = IJ\}&I D ien, s
4)Send (z;)" toall j € N; ;

5) Stack up (z°)™ :.[(Ej)ﬂj‘eﬂ/i P

6) Update (3)* = ' + p(())* — ()*)

end

4 Simulation results and discussion

The three aforementioned algorithms were implemented in MATLAB. To make the simulation closer to reality, the
execution of local optimization at the nodes was parallelized. The optimization of augmented Lagrangian in primal and
dual ADMM was implemented using the built-in function quad_prog. This has resulted in a considerable improvement
in performance, as opposed to using CVX for optimization, as the overhead was reduced greatly. CVX was still used to
find /* in the dual ADMM.

Figure 2] shows the convergence , from the top left corner towards the center of the figure, of the accelerated gradient
method as the number of iterations grow. It can be seen that the state progressively gets closer to the optimal solution,
which we consider is given by CVX (shown with punctuated line). The solution given in the first step reaches the
set-point in three seconds yet does not respect the dynamics of the system, and in every iteration thereafter the solution
gets closer to the feasible set.

Figure [3|compares the control performance of the Primal ADMM method in [2] against CVX (shown with punctuated
line), which we consider to be the optimal solution. Sub-optimality is expected as this method utilizes consensus among
local agents with limited global information. The algorithms were run with a receding horizon of N = 20.

Table[T]shows the comparison in running times between accelerated gradient method and primal ADMM. These running
times are average running times over 100 optimizations. One can observe an increase in the running time with the
increase of the receding horizon N. This is reasonable as the dimensionality of the optimization problem is increased.
It is worth noting how the average time taken per optimization for Primal ADMM remains almost constant until the
horizon jumps from 50 to 100 steps, this indicates that for this optimization problem, the time it takes to solve it depends
primarily on the overhead in parallelization for horizons between 3 to 100 and on the size of the problem thereafter.

Clearly, primal ADMM algorithm converges to the solution faster than AGD. The comprehensive results for dual
ADMM were not produced due to the time constraints. The main bottleneck of simulating dual ADMM lies in generation

of matrices H*.

Both algorithms in [3] and [2] use some variant of the matrix AH ~1 AT We have found in our simulations that this
matrix is ill-conditioned and this often cause accumulation of error and divergence. This is due to the fact that typically
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Figure 2: The evolution of the state z; with the increasing number of iterations dual-primal iterations in [3]]
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Figure 3: Performance comparison between CVX and the Primal ADMM as presented in [2]]



ALGORITHMS FOR DISTRIBUTED MODEL PREDICTIVE CONTROL - JANUARY 5, 2022

Table 1: Comparison of running times of accelerated gradient method and primal ADMM algorithms

N
Algorithm 3 5 10 20 50 100 200
AGD [3] * * * 8592 >8592 | >8592 | >8592
Primal ADMM [2] || 0.3880 | 0.3890 | 0.3899 | 0.3913 | 0.3803 | 0.4793 | 0.7175

in DMPC the number of constraints is greater than the number of variables and AH ~*.A” has rank lower or equal than
the number of variables. The simulation results in [3] were performed exclusively on problems where the number of
constraints was less than the number of variables, avoiding this problem and, we believe, not reflecting the real-life
applications. The benchmark used was chosen with the aim of testing these algorithms on a real world DMPC problem.
That being said, we also understand that given the small amount of subsystems in the benchmark used these algorithms
were not able to benefit fully from their decentralized aspects.
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